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Elevated supersaturation of total dissolved gas (TDG) has deleterious effects in aquatic organisms. To
minimize the supersaturation of TDG at hydropower dams, spillway flow deflectors redirect spilled water
horizontally forming a surface jet that prevents bubbles from plunging to depth in the stilling basin.

A major issue regarding the prediction of the hydrodynamics and TDG in tailraces is the effect of the
spillway bubbly surface jets on the flow field. Surface jets cause significant changes on the flow pattern
since they attract water toward the jet region, a phenomenon called water entrainment. Bubbles create
interfacial forces on the liquid, reduce the effective density and viscosity, and affect the liquid turbulence
increasing the water entrainment. Most numerical studies on dams use standard single-phase models,
which have demonstrated to fail to predict the hydrodynamics and TDG distribution. In this paper, an
anisotropic two-phase flow model based on mechanistic principles capable of predicting water entrain-
ment, gas volume fraction, bubble size and TDG concentration is presented.

Good agreement between model results and field data is found in the tailrace of Wanapum Dam. The
simulations capture the measured water entrainment and TDG distribution. The effect of the bubbles on
the hydrodynamics and TDG distribution is analyzed.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

The Columbia and Snake River basins, the most productive
sources of hydropower in the United States, are of great environ-
mental interest, as they host the largest salmon population in the
contiguous United States. After construction of the dams, 12 sal-
mon and steelhead species were placed on the endangered species
list act. Particularly, fish may be exposed to stresses associated
with elevated total dissolved gas (TDG) created during voluntary
or involuntary spills. Elevated TDG supersaturation may cause
gas bubble disease (GBD) in fish. The effect of TDG supersaturation
is complex and depends principally on TDG levels, exposure time,
and swimming depth of the fish (Stroud et al., 1975; Weitkamp
and Katz, 1980; Bouck, 1980). Bubbles may form under the skin,
mouth, gills, fins, and eyeballs of affected fish (Canadian Council
of Ministers of the Environment, 1999). Death has been observed
after significant exposure to high levels of TDG by blockages of
blood flow due to bubbles in the vascular system. State and Federal
regulations establish water quality standards relative to TDG to
protect aquatic organism (Picket and Harding, 2002; Picket and
Herold, 2003; Picket et al., 2004; Maynard, 2008).
ll rights reserved.
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1.1. Hydrodynamics

The flow in the tailrace of a large hydropower dam is usually
very complex. The large energy introduced by spillway flows,
mostly dissipated in the stilling basin and adjoining tailwater
channel, introduces massive amounts of bubbles and creates ener-
getic waves and sprays. If bubbles reach deep regions into the still-
ing basin by direct plunging or turbulent transport, they may
dissolve air into the water increasing the TDG concentration in
the tailrace. In deep regions, the bubbles size distribution change
due both to dissolution and to compression.

In an effort to minimize the supersaturation of dissolved gases,
spillway flow deflectors have been installed in several dams. As
shown in Fig. 1, deflectors redirect spilled water horizontally form-
ing a surface jet that prevents the bubbles from plunging to depth
in the stilling basin, thus reducing the air dissolution. It is observed
that surface jets attract water toward the jet region, a phenomenon
called water entrainment. Turan et al. (2007) described the main
mechanisms causing water entrainment as acceleration of the sur-
rounding fluid as the jets decelerates, surface currents, Coanda
effect and the presence of bubbles.

Wanapum Dam is located at river mile 415.8 on the Mid-
Columbia River in the state of Washington, USA. It includes 12
spillway bays and 10 generating units (Fig. 2). Field-scale observa-
tions and measurements previous to the installation of the flow
deflectors in Wanapum Dam showed little water entrainment from
the powerhouse to the spillway. After deflector installation,
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Fig. 1. Schematic of the surface jet caused by the spillway deflector.
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entrainment increased very significantly, completely modifying
the flow pattern in the tailrace. This flow pattern change in the tail-
race affects fish passages performance, sedimentation processes,
and TDG distribution, among others effects. Water entrainment
due to single-phase surface jets has been subject of basic studies,
though not in the context of spillway flows (Liepmann, 1990;
Walker and Chen, 1994; Walker, 1997).

Numerical studies and field and model observations indicate
that the presence of bubbles has a strong effect on the water
entrainment. Bubbles reduce the effective density (and pressure),
viscosity, and affect the liquid turbulence.

Model-scale experiments, which are scaled with the Froude
number, fail to reproduce the entrainment observed in the proto-
Fig. 2. Main structures and grid for
type, thus preventing flow studies under some spillway opera-
tional conditions (Haug and Weber, 2006). Notice that since the
scaling is performed based on the Froude number, the Reynolds
and Weber numbers are not honored, resulting in smaller levels
of turbulence and less and bigger bubbles (in dimensionless terms)
than in the prototype. As a consequence, the bubble residence time
is much shorter and the gas volume fractions much smaller, result-
ing in a rather ineffectual two-phase flow. This, along with inade-
quate representation of the turbulence, leads to much weaker
surface jets and less entrainment for the model.

The prediction of the water entrainment in tailraces has re-
ceived a vast amount of attention in the past. Earlier studies aimed
at the prediction of the hydrodynamics in hydropower tailraces
grossly underpredicted the water entrainment (Li and Weber,
2006). Turan et al. (2007) used an anisotropic mixture model that
accounts for the gas volume fraction and attenuation of normal
fluctuations at the free surface. Although this model predicted con-
siderably more water entrainment than the standard isotropic sin-
gle-phase models, the degree of the entrainment obtained on
prototype scale was still underpredicted.

1.2. TDG

Numerical modeling can be very useful to understand the
underlying phenomena leading to TDG supersaturation. The TDG
concentration depends on extremely complex processes such as
air entrainment in the spillway (pre-entrainment), entrainment
when the jet impacts the tailwater pool, breakup and coalescence
of entrained bubbles, mass transfer between bubbles and water,
degasification at the free surface, and bubble and TDG transport.
In addition, tailrace flows in the region near the spillway cannot
be assumed to have a flat air/water interface, requiring the
the VOF Wanapum Dam model.
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computation of the free surface shape. Water entrainment, dis-
cussed in the previous section, leads to mixing modifying the
TDG field.

Earlier studies to predict TDG downstream of spillways were
based on experimental programs (Hibbs and Gulliver, 1997; Orlins
and Gulliver, 2000). This approach has been reasonably effective,
though it can be very expensive and time-consuming. The most
important source for TDG is the gas transferred from the bubbles,
therefore a proper model for TDG prediction must account for
the two-phase flow in the stilling basin and the mass transfer be-
tween bubbles and water. In addition, the model has to capture
the water entrainment to correctly predict the TDG dilution due
to powerhouse flows.

Free surface numerical models can predict the shape and evolu-
tion of the free surface and, though expensive, is today feasible to
apply them to complex 3D flows. In the field of hydraulic engineer-
ing, free surface models are not yet widely applied but steadily
developed (Turan et al., 2008; Ferrari et al., 2009). However, direct
simulation of individual bubbles in a spillway/tailrace environ-
ment is well beyond current computer capabilities. Therefore, a
two-phase flow model with space–time averaged quantities that
does not resolve the interface is needed to model the effect of
the bubbles on the flow field and bubble dissolution. Jakobsen
et al. (2005) provide a complete review of the state of the art of
two-phase flow modeling. Two-phase flow models using averaged
quantities have been extensively used, mainly in the chemical and
nuclear engineering communities, to simulate homogeneous tanks,
bubble columns or vertical pipes. The first effort to incorporate a
two-phase flow model to predict TDG at hydropower tailraces
was carried out by Politano et al. (2007). The authors used a
two-fluid model to predict the gas and TDG distribution in a 2D
cross-section passing through a spillway bay. The model was com-
pared against TDG field data measured before deflector installation
and also used to study the effect of the bubble size on TDG concen-
tration. In a later study, Urban et al. (2008) used a 1D two-phase
flow equation to predict TDG in the tailrace of Ice Harbor Dam.
The authors solved a TDG equation for three distinct regions of
flow using a series of control volumes. Though this model takes
into account the mass transfer between bubbles and the liquid
phase, the model does not solve the hydrodynamics and uses sev-
eral empirical correlations to calculate the eddy length scales and
interfacial areas. Note that the water entrainment caused by
deflectors cannot be captured with 1D or 2D simulations and con-
sequently the TDG dilution due to powerhouse flows is not taken
into account with these models. The difficulties associated with
computation of large-scale flow fields have delayed the use of
two-phase models to solve highly complex 3D flows. One example
of a comprehensive (and expensive) two-phase polydisperse flow
model was developed by Carrica et al. (1999) to predict the flow
around a surface ship.

1.3. Objectives and overview

The primary goal of this study is to develop an unsteady 3D
two-phase flow model capable of predicting the hydrodynamics,
including the water entrainment from the powerhouse into the
spillway region, and TDG distribution within hydropower tailrac-
es. The model uses a Reynolds Stress Model (RSM) to provide
anisotropic closure for the two-phase RANS equations, and intro-
duces a simple but effective boundary condition to enforce zero
normal fluctuations at the free surface. A modified bubble-in-
duced turbulence term is added to the Reynolds stress compo-
nents to account for suppression and production of turbulence
by the bubbles. The TDG is calculated with a two-phase transport
equation in which the source is the bubble/liquid mass transfer,
function of the gas volume fraction and bubble size. Attention
is focused on the effect of the bubbles on the turbulence field
and water entrainment. The model is implemented into the com-
mercial CFD code FLUENT using User Defined Functions (UDFs)
and User Defined Scalars (UDSs). The numerical results are com-
pared against field data for Wanapum Dam under two operational
conditions.
2. Mathematical modeling

Any attempt to predict the water entrainment in tailraces has to
include a two-way coupled approach. The presence of bubbles
modifies the effective density and viscosity, and creates forces on
the liquid phase due to the non-zero slip velocity. In this study,
an algebraic slip mixture model (Manninen et al., 1996) that ac-
counts for buoyancy, pressure, drag and turbulent dispersion
forces is used to calculate the gas volume fraction and velocity of
the bubbles.

2.1. The algebraic slip mixture model (ASMM)

The ASMM model is a simplified two-fluid model that solves
continuity and momentum equations for the mixture phase and
a volume fraction equation for the discrete phase. The model
assumes that the gas phase is in quasi-steady state determined
by local conditions. In this method the gas–liquid relative velocity
is calculated with algebraic equations, after neglecting inertia, vis-
cous and virtual mass terms usually present in a two-fluid model.
Standard isotropic or anisotropic models are used to represent the
mixture turbulence.

2.1.1. Mass and momentum conservation for the mixture phase
The two fluid model provides mass and momentum equations

for the liquid and gas phases (Drew and Passman, 1998). Adding
the mass and momentum equations for each phase results in con-
tinuity and momentum equations for the gas–liquid mixture:

oqm

ot
þr � qm~um½ � ¼ 0 ð1Þ

o

ot
qm~umð Þ þ r � qm~um~umð Þ ¼ �rP þr � rRe

m þ sm
� �

þ qm~g

�r �
X
k¼g;l

ak qk~uk~udr;k

 !
ð2Þ

where P is the total pressure, ~g is the gravity acceleration, and rRe
m

and sm ¼ qm mmðr~um þr~uT
mÞ are the turbulent and molecular shear

stresses, respectively. qm, lm and~um are the mixture density, viscos-
ity and mass-averaged velocity defined as qm ¼

P
k¼g;lak qk, lm ¼P

k¼g;lak lg and ~um ¼ 1
qm

P
k¼g;lakqk~uk, with ag the gas volume frac-

tion. The subscripts g, l and m denote gas, liquid and mixture,
respectively. ~udr;k is the drift velocity defined as the velocity of the
phase k relative to the mixture velocity.

The gas density is calculated using the ideal gas law
qg ¼ M P=ðRTÞ with M the molecular weight of air, R the universal
gas constant, and T the absolute temperature.

2.1.2. Mass conservation for the gas phase
The continuity equation for the gas phase is (Drew and Pass-

man, 1998):

o

ot
ðag qgÞ þ r � ðag qg UgÞ ¼ �S ð3Þ

where �ug is the bubble velocity and S represents the bubble-liquid
mass transfer.
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2.1.3. Momentum conservation for the gas phase
The momentum equation of the gas phase assuming that the

inertia and viscous shear stresses are negligible compared to pres-
sure, body forces and interfacial forces results in (Antal et al., 1991;
Lopez de Bertodano et al., 1994; Manninen et al., 1996):

0 ¼ �agrP þ agqg~g þ ~Mg ð4Þ

where ~Mg represents the interfacial momentum transfer between
the phases. Eq. (4) is generally valid when the Stokes number de-
fined as the ratio of the particle relaxation time to the carrier flow
characteristic time is much smaller than one.

2.1.4. Bubble number density transport equation
Most of the two-phase flow models available in commercial

codes (Fluent, CFX, CFDLib, among others) assume a mean constant
bubble size with a given relative velocity (Chen et al., 2005). In tail-
race flows the use of a mean constant bubble size for the evalua-
tion of the bubble-liquid mass transfer and interfacial forces is
not valid. This study assumes that in the region downstream of
the jet impingement bubble size changes mainly due to mass
transfer and pressure variations and therefore bubble breakup
and coalescence processes can be neglected. This assumption is
very strong, and will be the subject of future research. Breakup
and coalescence are expected to be very strong at the jet impinge-
ment region, and along the spillway face. No significant breakup is
expected to occur in the near region downstream of the spillway,
since turbulence dissipation decreases rapidly and with it the main
kernel of bubble breakup (Carrica et al., 1999). Coalescence can,
however, be important anywhere where the gas volume fraction
is large and the collision probability is not negligible (Politano
et al., 2003a).

Let f dmd~r represent the number of bubbles with mass within
dm of m, located within d~r of~r at time t. The Boltzmann transport
equation for f is:

of
ot
þr � ~ug f

� �
þ o

om
om
ot

f
� �

¼ 0 ð5Þ

Integration of Eq. (5) for bubbles of all masses results in a transport
equation for the bubble number density N:

oN
ot
þr � ~ug N

� �
¼ 0 ð6Þ

The bubble radius is calculated from R ¼ ½3a=ð4pNÞ�1=3. It is as-
sumed that bubbles are only entrained in the spillway bays and
that there are no volumetric sources of bubbles. Bubble generation
from supersaturated TDG water is not expected to be important
since nucleation sites in the tailrace are scarce.

2.1.5. Two-phase TDG transport equation
The TDG is calculated with a two-phase transport equation

(Politano et al., 2007):

oalC
ot
þr � ~ulalCð Þ ¼ r � mm þ

mt

ScC

� �
alrC

� �
þ S ð7Þ

where C is the TDG concentration, and mm and mt are the molecular
and turbulent kinematic viscosity, respectively. In this study, a stan-
dard Schmidt number of ScC = 0.7 is used.

2.1.6. Turbulence closure
The ASMM assumes that the phases share the same turbulence

field. The turbulence in the mixture phase is computed using the
transport equations for a single phase but with properties and
velocity of the mixture. The transport equations for the Reynolds
stresses rRe

i;j ¼ qmu0m;i u0m;j are:
orRe

ot
þ r�~umð ÞrReþ~um r�rRe� 	

¼r� qm
mt

m

rR
rrRe

� �
�PþuþeþSr

ð8Þ

where the stress production tensor is given by P ¼ rRe � r~uT
mþ

rRe � r~uT
m

� 	T , e ¼ 2=3Iqme and rR ¼ 0:85. The pressure–strain tensor
u is calculated using the models proposed by Gibson and Launder
(1978) and Launder (1989). In this study, Sr represents the effect
of the bubbles on the Reynolds stresses.

The transport equation for the turbulent dissipation rate reads:

o

ot
ðqmeÞ þ r � qm~umeð Þ ¼r � qm mm þ

mt
m

re

� �
re

� �
� Ce1qm

1
2

TrðPÞ e
k

� Ce2qm
e2

k
þ Se ð9Þ

with Ce1 = 1.44, Ce2 ¼ 1:92, and re ¼ 1. The turbulent kinetic energy
is defined as k ¼ 1

2qm
TrðrÞ. The source term Se accounts for the effect

of the bubbles on the turbulent dissipation rate. The turbulent kine-
matic viscosity is computed as in the k—e models using mt ¼ Clk2

=e,
with Cl ¼ 0:09.

2.1.7. Constitutive equations
In order to close the model, interfacial transfer terms emerging

from the relative motion between the bubbles and the continuous
liquid need to be modeled. The most appropriate closure laws are
still subject to debate and depend strongly on the particular prob-
lem to be studied (Jakobsen et al., 2005). In particular, the closure
laws to model the two-phase flow in hydropower tailraces is, to a
great extent, uncharted territory. In this study standard constitu-
tive equations are used.

2.1.7.1. Interfacial momentum. Since in this particular application
there are no significant velocity gradients or flow accelerations
(in the bubble scale), most interfacial forces such as lift and virtual
mass are negligible compared with drag and turbulent dispersion
forces:

~Mg ¼ ~MD
g þ ~MTD

g ð10Þ

where ~MD
g and ~MTD

g are the drag and turbulent dispersion terms. The
drag force can be modeled as (Ishii and Zuber, 1979):

~MD
g ¼ �

3
8
qmag

CD

R
~urj~ur j ð11Þ

where ~ur is the relative velocity of the gas phase respect to the li-
quid phase. Most of the numerical studies use drag correlations
based on rising bubbles through a stagnant liquid proposed by Ishii
and Zuber (1979) and Tomiyama (1998):

CD ¼
max

24 1þ0:15Re0:687
bð Þ

Reb
; 8

3
Eo

Eoþ4

� �
; if Nl < 0:11 1þwg

w8=3
g

� �

4
3 Rg

ffiffiffiffiffiffi
gDq
r

q
1þ17:67½gðaÞ�6=7

18:67 gðaÞ

n o2
; if Nl P 0:11 1þwg

w8=3
g

� �
8>>><
>>>:

ð12Þ

where R�g ¼ Rg
qc g Dq

l2
c

� �1=3
, gðaÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
1� a
p

ðlc=lmÞ, Nl ¼ lc qc rðffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r=ðg DqÞ

p
Þ�0:5 and wg ¼ 0:55 1þ 0:08R�3g

� �4=7
� 1

� �0:75

with l the

viscosity. Subscripts c and m indicate continuous phase and mix-
ture, respectively. Note that variables and fluid properties used to
calculate Eq. (12) have dimensions. Small-scale turbulent motions
affect the drag force (Lane et al., 2005). Experimental studies dem-
onstrate that the effect of the turbulence on the drag coefficient is
function of the Kolmogoroff scale, k, and bubble diameter. For the
application presented in this paper kmin � 0:5� 10�4 m, and the
correction of the drag coefficient due to turbulence according to
the correlation proposed by Lane et al. (2005) is at most 1%, with
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the maximum value occurring near the toe of the spillway. For this
reason the turbulence correction of the drag coefficient is neglected
in this paper.

The turbulent dispersion term is modeled as (Carrica et al.,
1998):

~MTD
g ¼ �

3
8

mt

Scb
qm

CD

R
j~ur jrag ð13Þ

where Scb ¼ mt=mb is the bubble Schmidt number. Following Carrica
et al. (1998, 1999), Scb ¼ 1 is used.

2.1.7.2. Bubble dissolution and absorption. The rate of mass transfer
is computed considering that the air is soluble in water and obeys
Henry’s law and that the air molar composition is that of equilib-
rium at atmospheric pressure, which implies that the air is consid-
ered a single gas with molar averaged properties. The mass flux
from gas to liquid can be expressed by (Deckert, 1992; Politano
et al., 2007):

S ¼ 4pNR2kl
P þ r=R

H
� C

� �
ð14Þ

where r is the interfacial tension and H is Henry’s constant. The sec-
ond term on the RHS of Eq. (14) accounts for the effect of the inter-
facial tension on the equilibrium concentration. Takemura and Yabe
(1998) proposed a correlation for the mass transfer coefficient of
spherical rising bubbles, where the turbulence is generated by the
bubble rising:

krb
l ¼

DPe0:5
bffiffiffiffiffiffi

pR
p 1� 2

3 1þ 0:09Re2=3
b

� �0:75

0
B@

1
CA ð15Þ

where D is the molecular diffusivity and the bubble Peclet number
is Peb ¼ 2 ur

! R=D. In turbulent flows, the mass transfer coefficient
can be calculated using the expression proposed by Lamont and
Scott (1970):

kt
l ¼ 0:4Sc�1=2ðmeÞ1=4 ð16Þ

where Sc ¼ D=m. In this application, the same order of magnitude is
obtained from Eqs. (15) and (16), and the maximum mass transfer
coefficient of bubbles rising in stagnant liquid ðkrb

l Þ or bubbles in
turbulent flow ðkt

l Þ is used: kl ¼maxðkrb
l ; k

t
l Þ.

2.1.7.3. Effects of bubbles on the mixture turbulence. The modeling of
the interfacial terms for the turbulent transport equations has at-
tracted considerable attention in recent years. The effect of the
bubbles on the turbulent fluctuations is very complex as it depends
on the bubble Reynolds number, gas volume fraction and bubble
size. In general, large bubbles tend to enhance turbulence, whereas
small bubbles may be expected to suppress turbulence (Gore and
Crowe, 1989). A comprehensive study of available models for tur-
bulence production was presented by Zboray and de Cachard
(2005). Most two-phase flow models use an empirical expression
for the bubble-induced turbulence. This approach was used by
Davidson (1990), Sheng and Irons (1995), Buwa and Ranade
(2002) and Politano et al. (2003b), among others. Most of the avail-
able models found in the literature are for bubble-induced turbu-
lence (turbulence production). Model coefficients representing
the fraction of bubble-induced turbulence going into the large-
scale turbulence of the liquid phase were established for each par-
ticular problem. Coefficients for bubble columns in the literature
vary from 0.02 to 0.9. Little literature is found regarding bubble
turbulence suppression. Kataoka et al. (1993) proposed a model
assuming that the turbulent absorption term is proportional to
the interfacial area concentration and to the turbulent kinetic
energy.
In this study, the model proposed by Kataoka et al. (1993) for
the suppression and production of the kinetic turbulent energy is
used. As the anisotropy is hardly affected by bubbles (Wang
et al., 1987), the source term for the transport equation of a stress
component is assumed to be proportional to that stress component
and to the kinetic turbulent energy:

Sr ¼
a

2Rk
�Cuk3=2 þ CD ur

! 3� �
diagðrÞ ð17Þ

where Cu is a parameter of the model. Kataoka et al. (1993) used
Cu ¼ 1 to match the experimental two-phase flow data in a vertical
channel. In this study, Cu is selected to match the measured water
entrainment and TDG distribution. The effect of bubbles in the tur-
bulence dissipation rate is modeled following Solbakken and Hjer-
tager (1998):

Se ¼ Ce1
aqm

2R
Cuk3=2 þ CD ur

! 3� � e
k

ð18Þ

The effect of the bubbles on the turbulence in the mixture model is
accounted on the air/water mixture. The gas volume fractions used
in the applications presented in this study are small, therefore it is
expected similar mixture and liquid velocities, and thus comparable
mixture and liquid fluctuations. Consequently, Eqs. (17) and (18)
developed for the liquid turbulence in a two-fluid model are most
probably appropriate for the air/water mixture. However, the range
of applicability of these expressions should be confirmed by basic
research in simpler flows, which is beyond the scope of this paper.

3. Numerical modeling

The model used in this study is based upon the commercial
code FLUENT 6.2, which offers flexibility in the programming for
specific physical models and boundary conditions.

3.1. Bubble velocity

Substituting Eqs. (10)–(13) into Eq. (4), an algebraic equation
for the relative velocity ~ur is obtained:

0 ¼ arP þ qga~g �
3
8
aql

CD

R
~ur j~urj �

3
8
ql

mt

Scb

CD

R
j~ur jra ð19Þ

Note that Eq. (19) allows the bubbles to move at different velocities
depending on their sizes.

3.2. Free surface modeling

The tracking of the interface can be accomplished in FLUENT
using the VOF method, which solves the single-phase RANS equa-
tions coupled to a surface-capturing algorithm. In the VOF model,
the interface between fluids is calculated with a transport equation
for the water volume fraction aw:

oaw

ot
þ v � raw ¼ 0 ð20Þ

Mass conservation requires that aw þ aa ¼ 1. The jump condi-
tions across the interface are embedded in the model by defining
the fluid properties as: / ¼ /w aw þ /a ð1� awÞ, where / is either
the density or the viscosity. Note that aw has different interpretation
in the VOF and the ASSM models. In the VOF approach, each control
volume contains just one phase (or the interface). Points in water
have aw ¼ 1, points in air have aw ¼ 0, and points near the interface
have 0 < aw < 1. On the other hand, in the mixture model ag repre-
sents the volume fraction of bubbles in a control volume and several
interacting phases can be present in each control volume.

The VOF method has demonstrated to work very well for flow
regime predictions (Turan et al., 2008). However, this method
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underpredicts the water entrainment observed in hydropower tail-
races because it does not account for the reduction of the normal
fluctuations at the free surface (Turan et al., 2007). The implemen-
tation of attenuation of normal fluctuations at the free surface in a
VOF approach is complex in the framework of UDFs. The enforce-
ment of zero normal fluctuations requires the design and program-
ming of body forces in the region near the interface. On the other
hand, the computation of the free surface using the VOF model in
a complex large water body as found in tailraces is computation-
ally very time consuming. Depending on the river flowrate and
operational conditions, a steady state condition is typically reached
after 20–30 min (flow physical time), which corresponds to more
than 2 months of CPU time with a 4-processor PC.

In this study, the VOF method is used to estimate the spillway
jet regime and the free surface shape in a small domain near the
spillway region, assuming that the bubble effects on the surface
shape are negligible. The predicted free surface is then fixed
throughout the computation (rigid, non-flat lid approach) to com-
pute the water entrainment and TDG concentration in an extended
domain. The use of a rigid lid approach allows increasing the time
step by about 1000 times.

3.3. Simulation conditions

The performance of the model to predict the TDG distribution
and water entrainment is evaluated using field data measured on
April 27 and May 2, 2000 (USACE, 2001). Tables 1 and 2 summarize
plant operation and tailwater elevation on these days. TDG mea-
surements were obtained by the US Army Corps of Engineers for
30 stations along two transects: T1 at 244 m downstream of the
spillway and T2 at 640 m downstream of the spillway (black circles
in Fig. 3). In addition, instruments were incorporated on the fore-
bay to monitor incoming TDG saturation. To complement this data,
velocities were measured along three transects in the near field re-
gion of the dam (V1, V2 and V3 in Fig. 3).

According to field measurements, the water temperature is al-
most uniform in the tailrace. The water temperatures measured
in the tailrace on April 27 and May 2, 2000, 8.5 �C and 9.5 �C,
respectively, are used as model inputs.

The TDG concentration is often expressed as a percentage of the
equilibrium concentration at atmospheric pressure. The equilibrium
TDG concentration at atmospheric pressure and 8.5 �C and 9.5 �C
are C1 ¼ 0:0152 kg=m3 and C1 ¼ 0:0154 kg=m3, respectively.

3.4. Computational mesh

The grids are generated using Gridgen V15. The geometry in-
cludes flow deflectors on all 12 spillway bays, powerhouse units,
sluice gate, fish ladder and the bathymetry, and is meshed with
multi-block structured grids. Grid and boundary conditions details
for the VOF method are shown in Fig. 2. The VOF model boundary
extends approximately 1000 m downstream of the dam. The VOF
Table 1
Operational conditions at Wanapum Dam on April 27, 2000.

April 27,
Tailwater elevati
Spillway Discha

1 2 3 4 5 6

169.9 339.8 339.8 339.8 339.8 337.0

Spill total: 390
Powerhouse Unit D

1 2 3 4 5

407.2 423.5 443.8 414.9 518.2
Powerhouse total:
grids contain approximately 1.7 � 106 nodes. Fig. 3 shows the grid
used to mesh the extended domain for the TDG computations. The
TDG model includes 2000 m of the tailrace. Fig. 3b illustrates
bathymetry contours of the Wanapum tailrace. The grid was based
on the VOF grid. The top of the grid was extracted from the VOF
computations. The refinement near the free surface, needed to
minimize numerical diffusion in the VOF computations, was re-
moved with the purpose of speeding up the TDG simulations. Grid
sizes for on April 27 and May 2, 2000 are 5.8 � 105 and 6.5 � 105

grid points, respectively.

3.5. Boundary conditions

3.5.1. Free surface for the rigid-lid model
In FLUENT, the free surface using a rigid lid approach is usually

modelled using symmetry boundary condition or wall with zero
shear stress. The symmetry condition satisfies the kinematic and
dynamic boundary conditions using zero normal gradient for all
of the turbulent quantities. This condition fails to model the turbu-
lence anisotropy caused by the free surface, which is important for
this particular application. On the other hand, a zero-shear wall
boundary condition uses a linear pressure–strain model to redis-
tribute the normal stresses near the wall that has been shown to
largely overpredict the attenuation of the normal fluctuations
(Turan et al., 2007). In addition, symmetry and wall boundary con-
ditions fail to model the behaviour of the gas phase and TDG at the
free surface. To overcome this limitation, a boundary condition
enforcing zero normal fluctuations at the free surface is imple-
mented in Fluent. Kinematic and dynamic boundary conditions
as wells as turbulence quantities are programmed through UDFs.
Details of the boundary conditions used for the Reynolds stress
and velocity components are found in Turan et al. (2007).

The gas phase is free to flow across the interface. Most of the
studies found in the literature use a zero gradient condition for
the gas velocity or assume terminal velocity at the free surface.
For this particular application, these approaches result in bubble
accumulation at the free surface. In this study, the normal compo-
nent of the gas velocity at the free surface is calculated using a
mass balance for the gas phase in each control volume contiguous
to the interface and the resulting equation is implemented into
FLUENT.

For the TDG concentration a Neumann boundary condition is
used:

NTDG ¼ klðC � C1Þ ð21Þ

where NTDG is the TDG flux at the free surface and kl is the surface
mass transfer coefficient. C1 is the TDG concentration at equilib-
rium (or saturation at atmospheric pressure).

For high Schmidt numbers, the mass diffusive sublayer lies en-
tirely in the viscous sublayer and the surface mass transfer coeffi-
cient is controlled by turbulence in a thin boundary layer close to
the surface (20–200 lm). Since the simultaneous measurement of
2000
on: 151.4 m
rge (m3/s)

7 8 9 10 11 12

342.6 342.6 337.0 339.8 339.8 339.8

7.7 m3/s
ischarge (m3/s)

6 7 8 9 10

493.7 0.0 478.2 439.0 0.0
3618.5 m3/s



Fig. 3. Grid and boundary conditions for the TDG Wanapum Dam model.

Table 2
Operational conditions at Wanapum Dam on May 2, 2000.

May 2,2000
Tailwater elevation: 150.9 m
Spillway Discharge (m3/s)

1 2 3 4 5 6 7 8 9 10 11 12

137.7 171.3 173.6 178.7 169.9 172.7 174.1 173.3 169.3 170.2 170.7 248.0

Spill total: 2109.7 m3/s
Powerhouse Unit Discharge (m3/s)

1 2 3 4 5 6 7 8 9 10

433.2 430.5 447.4 436.1 444.6 489.9 0.0 430.4 450.2 0.0
Powerhouse total: 3562.2 m3/s
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the velocity and scalar fields in this layer is extremely difficult, the
mechanism of the mass transfer is not yet well understood. Several
numerical and experimental studies have been carried out to
determine the mass transfer coefficient (DeMoyer et al., 2003;
Calmet and Magnaudet, 1997; Stevanovik, 1998; Hasegawa and
Kasagi, 2003; McKenna and McGillis, 2004; Bowyer and Woolf,
2004). Significant scatter in the experimental data and large differ-
ences between laboratory and field data were observed. In this
study, a mass transfer coefficient at the free surface of
kl ¼ 0:0001 m=s as measured by DeMoyer et al. (2003) for tanks
and bubble columns is used.

3.5.2. Walls and river bed
The sides and the river bed are considered impermeable walls

with zero TDG flux. For the gas phase, no penetration across walls
is used. Previous numerical and reduced-scale models show little
effect of river bed roughness on the flow field in the tailrace (Haug
and Weber, 2006; Li and Weber, 2006), therefore no special treat-
ment is used for the river bed in this study.

3.5.3. Exit
The river exit is defined as an outflow. A zero gradient condition

was programmed for the TDG concentration and bubble number
density.

3.5.4. Spillway bays and powerhouse units
The velocity profile predicted with the VOF method is imposed

at the inlet. The air entrainment is assumed a known inlet bound-
ary condition. Uniform velocities with constant gas volume frac-
tion of a ¼ 0:04 and bubble radius R = 0.0004 m are used for the
12 bays in the spillway region. It must be noted that the choice
of bubble size and volume fraction has an important effect on
the level of entrainment. In general a bubble size distribution
should be provided from experimental data. In this paper, reason-
able single-size bubble diameter and volume fraction are assumed.
These parameters are externally imposed inputs of the model.

It is assumed that air is not entrained with the turbine flow and
that the travel time in the spillway is short so that the exposure of
water to air is limited. Therefore TDG concentrations measured on
April 27 and May 2, 2000 in the forebay, 116.3% and 111.4% of sat-
uration concentration at atmospheric pressure, respectively, are
used as inlet condition at the powerhouse units and spillway bays.

3.5.5. Top for the VOF simulations
A pressure outlet boundary condition with atmospheric pres-

sure is applied at the top to allow free air flow and avoid unrealistic
pressurization.

3.6. Model limitations and discussion of assumptions

In the form presented in this work, the model lacks some effects
that may be important, some of which has been discussed as the
different components of the formulation have been introduced.
Due to the extremely complicated nature of the problem, the pres-
ent model is still on a level aiming at reasonable solutions with
three model parameters tuned to match known flow field and
TDG distribution. In particular, the model cannot predict the bub-
ble size and volume fraction at the input, which is an incredible
difficult task if attempted numerically. The model relies on exter-
nal input, hopefully obtained experimentally, of bubble probability
density function and corresponding average bubble size and gas
volume fraction. These measurements are possible in simpler
flows, but at the impact region of a prototype spillway are extre-
mely difficult, due to the large velocities involved (�20 m/s), the
violence of the phenomenon that prevents operator proximity,
and presence of debris in the water. No data is found in the litera-
ture for bubble size or void fraction in a prototype spillway. Since
the process is not dimensionally scalable, model measurements are
of little use. It is in the area of bubble entrainment in the near field
of the plungers where significant research effort is needed to better
model the two-phase flow and TDG distribution.

In addition, the breakup and coalescence of bubbles have been
neglected in the model. Strong breakup and coalescence are likely
to occur near the impact point. It is expected that the inclusion of
the breakup and coalescence phenomena change the bubble size
distribution at the plunging jet region immediately downstream



Fig. 4. Flow chart of the solution procedure.
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of the spillway. However, besides breakup and coalescence, the
final bubble size distribution will strongly depend on the size
distribution of the entrained bubbles. A polydisperse two-phase
flow model, similar to those by Carrica et al. (1999) and Politano
et al. (2000) to account for the evolution of the bubble size distri-
bution is proposed as future work once two-phase flow field data
are available.

Moreover, interfacial and constitutive equations for bubbly jets
in the high Reynolds numbers present in a prototype spillway are
scarce or inexistent in the literature, and the selection of the best
models available has been performed with no certainty of their
applicability for spillway flows. Improvements of these models re-
quire, again, prototype-scale experiments to provide insight of the
different processes involved in the transport of bubbles and TDG,
and their effect on the liquid flow field.

3.7. Solution procedure

The mixture model equations are solved sequentially with the
control volume technique used by FLUENT. The VOF and rigid-lid
simulations are performed using similar discretization schemes.
The continuity condition is enforced using the pressure–velocity
coupling SIMPLE algorithm. The pressure at the faces is calculated
using the body force weighted scheme. When bubble turbulence
suppression is the dominant phenomenon, an implicit treatment
of the source terms is introduced to further enhance the stability
of the solution. The gas volume fraction is solved using the geomet-
ric reconstruction scheme for the VOF computations and first order
upwind for the mixture model.

The solution procedure is schematized in Fig. 4. Shaded blocks
represent the models implemented into Fluent through UDFs.
The two-phase scalar transport equations used to calculate the
TDG concentration and bubble number density are implemented
using UDSs.

Unsteady free surface computations are performed using vari-
able-time step ranging from 0.001 s to 0.004 s. Typically, two to
three nonlinear iterations are needed within each time step to con-
verge all variables to a L2 norm of the error <10�3. The flow rate at the
exit is selected as parameter to determine if the solution reaches the
steady condition. A fixed-time step of 10 s is used to obtain unsteady
solutions with the rigid-lid TDG model. The area weighted average
TDG at the exit is selected as convergence parameter.

CFD computations are performed in a 128 processor Linux clus-
ter with 2 GB of memory per processor.

4. Numerical results and comparison against field data

4.1. Free surface computations

The VOF model was used to investigate free surface topology for
the different flow rates, headwater elevations and gates settings on
May 2 and April 27, 2000. Zero velocity and turbulence are used as
initial conditions in the entire domain. Surface jets are predicted in
all the spillway bays due to deflectors and high tailrace elevation
(about 151 m). Fig. 5 shows the evolution of the flow rate at the
exit for May 2 and April 27, 2000. The horizontal line represents
the target flow rate. Statistically steady solutions are obtained after
approximately 30 min, which requires about 60 days of computa-
tion time. Fig. 6 shows the free surface predicted for May 2,
2000. In Fig. 6a, red and blue colors1 represent water and air phases,
respectively. The predicted free surface at external bays 1 and 12 is
different due to the presence of walls. Fig. 6b shows an isosurface of
1 For interpretation of the references to color in Figs. 6 and 8, the reader is referred
to the web version of this paper.
aw ¼ 0:5 colored by elevation representing the free surface location
used to create the top of the rigid-lid grid. Note the free surface
recovery downstream of the jet impingement region.

4.2. Hydrodynamics and TDG concentration with the rigid-lid mixture
model

The TDG measured at the forebay is imposed in the entire
tailrace as initial condition. In order to improve convergence, the



Fig. 5. Evolution of the flow rate at the exit for April 27, 2000 and May2, 2000.

Fig. 6. (a) Gas volume fraction contours at slices passing through spillway gates. (b) Free surface colored by elevation.
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model is first run as single-phase flow and then bubbles are in-
jected in the domain. Fig. 7 shows the evolution of the area
weighted average TDG at the exit for April 27, 2000 and May 2,
2000. The model requires about 4 h (7 days of wall clock computa-
tion time) to obtain a steady condition for the flow field and TDG
concentration.

Fig. 8 shows velocity vectors along transects V1, V2 and V3 (see
Fig. 3) on April 27, 2000 and May 2, 2000. Red and black vectors1
Fig. 7. Evolution of the area weighted average TDG at the exit for April 27, 2000 and
May2, 2000.
represent measured and predicted data, respectively. Good agree-
ment between observed and predicted velocity vectors is found
on May 2, 2000. In order to match the field data, a bubble suppres-
sion turbulence parameter (Eq. (17)) of Cu ¼ 0:5 is used.

Since the tailwater elevation and powerhouse flows are similar
for both simulated days, the differences in the tailrace flow pattern
can be mainly attributed to the different spillway flow rates. The
percentage of spillway flow rates respect to the total on April 27,
2000 and May 2, 2000 were approximately 52% and 37%, respec-
tively. Entrainment is noticed close to the west bank in the first
transect (V1). In transect two (V2) more flow is observed near
the west bank as a result of the water entrainment. On April 27,
2000, the model predicts a counterclockwise eddy near the east
bank as a result of the strong water attraction from the power-
house into the spillway region caused by elevated spillway flows.
In the third transect (V3) the effect of the entrainment is diffused.

It must be stressed that both reduced-scale hydraulic models
and standard single or two-phase models grossly underpredict
the degree of entrainment observed in the field. On May 2, 2000,
the predicted and laboratory measured velocity profiles along tran-
sect V2 were almost uniform (Haug and Weber, 2006; Li and We-
ber, 2006). As mentioned earlier, turbulence, air entrainment, and
bubble size cannot be properly scaled in the hydraulic model. As
surface currents originated by surface jets depend on the turbu-
lence and the presence of bubbles, the degree of water entrainment
in the hydraulic model was underestimated. Standard single-phase
numerical models do not consider either the effect of the bubbles



Fig. 8. Velocity vectors and TDG contours on (a) May 2, 2000 and (b) April 27, 2000.
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on the flow field or the attenuation of normal fluctuations at the
free surface resulting in weaker surface jets with less water
entrainment. Similar results are obtained with the standard Euleri-
an two-phase flow model, which accounts mainly for the effect of
bubbles in the turbulence field through turbulence production. On
the other hand, the flow pattern in the tailrace can be captured by
the present model, which includes the turbulence anisotropy at the
free surface and the effect of the bubbles on the flow field.

Fig. 9 shows the TDG measured in the field at each station along
transects T1 and T2 together with the values generated by the
model as a function of the distance to the west shore. TDG contours
at 1.5 m beneath the free surface are shown in Fig. 8. In order to
match the field data a gas volume fraction of 4% and bubble diam-
eter of 0.8 mm are used at the inlet for both simulations. The lack
of measured data for these variables makes it difficult to fully val-
idate the model. Nevertheless, model predictions agree qualita-
tively well with the experimental observations.

Highest TDG values were observed on April 27, 2000 due to
higher spillway flow and air entrainment. The model captures
the reduction of TDG with the longitudinal distance and the lateral
spatial gradient observed in the field. The maximum TDG along
transect T1 occurs close to the center of the spillway at about
100 m from the west shore. The TDG at the east end of the transect
is diluted by flow with low TDG concentration from the power-
house. The highest value at transect T2 is found near the west side.
Notice that the concentration measured on T1 drops to 113% on
May 2, 2000, and to 116% on April 27, 2000, on the east bank. On
May 2, 2000, the water in this bank is coming from the power-
house, and thus corresponds to essentially undisturbed forebay
TDG concentration. On April 27, 2000, a recirculation that carries
higher TDG flow from the spillway to the east bank is predicted.
Note also that the model tends to overpredict TDG in this case.

Fig. 10 shows the spatial distribution of TDG and isosurfaces of
TDG, gas volume fraction and bubble diameter for May 2, 2000. The
Fig. 9. TDG concentration as a function of the distance from the west shore. Symbols:
highest TDG concentration is observed near the spillway endsill at
the west region, reaching 140%. At this position, the powerhouse
inflow is minimum. Most of the air dissolution occurs within
50–100 m downstream of the spillway, afterwards the bubbles
move close to the free surface. The bubble dissolution rate de-
creases as the bubbles rise since the pressure is lower and bubbles
are bigger. Bubble diameter isosurfaces show that bubbles shrink
due to the air mass transfer and high pressure near the bed. The
smaller the bubble size the stronger its tendency to dissolve. On
the other side, near the free surface the bubbles grow due to the
pressure drop and air absorption. Whenever the TDG concentration
is higher than the saturation concentration at the local pressure,
bubbles may absorb air contributing to tailrace degasification.
The rate of mass exchange decreases significantly once the air bub-
bles disappear at the free surface. The TDG concentration reaches a
developed condition approximately 1000 m from the spillway.

Fig. 11 shows streamlines colored by TDG concentration for
April 27, 2000 and May 2, 2000. Water from the powerhouse en-
trains into the spillway region increasing its TDG level as it travels
within the aerated region. It is interesting to note that the water
entrainment reduces the TDG by diluting the liquid close to the
powerhouse but also increases the volume of water exposed to
high gas volume fraction. If bubbles are available for dissolution,
the net effect of the water entrainment might be an increase of
the TDG downstream. See Electronic Annexes 1 and 2 in the online
version of this article for an animated version of Fig. 11.

4.3. Analysis of the effect of the bubbles on the turbulence field, water
entrainment and TDG distribution

In order to match the measured TDG distribution and tailrace
hydrodynamics it is necessary to include the effect of the bubbles
on the turbulence field. However, the use of a turbulence constant
Cu close to unity leads to overprediction of water entrainment and
measurements and lines: numerical predictions. (a) Transect 1 and (b) transect 2.



Fig. 10. Two-phase flow variables and TDG for May 2, 2000. (a) TDG contours. Isosurfaces near the spillway, (b) TDG, (c) gas volume fraction, and (d) bubble diameter.
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excessive TDG dilution. The effect of the bubbles on the flow field is
analyzed for May 2, 2000.

Fig. 12 shows turbulence suppression and production by the
bubbles at elevations 149.5 m and 146.5 m., in the center of spill-
way bay 12, as a function of the longitudinal distance from the
spillway toe. Black lines indicate gas volume fraction. For this
particular application, the turbulence suppression is the domi-
nant phenomenon. A peak of gas volume fraction and turbulence
Fig. 11. Streamlines colored by TDG concentrati
suppression is observed near the spillway toe because of the
proximity to the free surface (Fig. 12a). The suppression of the
turbulence is most significant in the first 100 m downstream of
the spillway, dropping rapidly as the distance to the spillway in-
creases, as both the volume fraction and the turbulence levels de-
crease. It is interesting to note that near the spillway the
suppression of the turbulence is important even at deeper re-
gions with low gas volume fractions (Fig. 12b). The maximum
on. (a) May 2, 2000 and (b) April 27, 2000.



Fig. 12. Turbulence suppression and production by bubbles in the middle of spillbay 12 at (a) 1.5 m (top) and (b) 4.5 m (bottom) beneath the free surface for May 2, 2000.
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bubble turbulence suppression values are due to the higher tur-
bulence absorption by the bubbles at elevated turbulent kinetic
energy. The turbulence suppression by the bubbles is partly
responsible for maintaining a strong jet near the spillway, which
would be rapidly dissipated with elevated levels of turbulent
mixing.

Fig. 13 shows predicted velocity vectors 1.5 m beneath the free
surface with and without bubble turbulence suppression. If the
bubble turbulence suppression source is not included (Fig. 13a),
the model is able to predict some entrainment from the power-
house but most of entrainment is restricted to the east region
of the spillway. The inclusion of the bubble turbulence suppres-
sion (Fig. 13b) causes a larger portion of the powerhouse flow at-
tracted towards the spillway region instead of flowing toward the
exit.

Fig. 14 shows isosurfaces of streamwise velocity colored by tur-
bulent viscosity. Fig. 14a and b shows numerical predictions with-
out and with the inclusion of suppression and production of the
turbulence by the presence of bubbles, respectively. Though turbu-
lent viscosity is not directly used in the Reynolds Stress Model clo-
sure, it provides a good indication of turbulent momentum
diffusion. Again, suppression of turbulence and the consequent
reduction in momentum diffusion contribute to maintain a strong
surface jet and the resulting entrainment.

Fig. 15 shows velocity vectors and contours of streamwise
velocity at x = 40, 50 and 60 m downstream of the spillway face
predicted with (frames d–f) and without (frames a–c) the inclusion
of the bubble sources on turbulence equations. Higher streamwise
velocity is observed at all the locations if the suppression of the
turbulence by the bubbles is included. Both models are able to pre-
dict surface current and streamwise vorticity, however, the current
is noticeably stronger when the bubble turbulence suppression is
included. It can be noted that with bubble turbulence suppression
the jet remains close to the free surface. Also, due to the Coanda ef-
fect the jets are drawn toward the free surface as they are trans-
ported downstream.

Gas volume fraction contours at x = 40, 50 and 60 m down-
stream of the spillway predicted with and without the inclusion
of the bubbles sources on the turbulence are shown in Fig. 16. When
the bubble turbulent suppression is not included bubbles are
observed near the bed for the entire stilling basin (Fig. 16a–c). As
is evident in Figs. 16d–f, the suppression of the turbulence by the
bubbles has reduced to zero the gas volume fraction at the bottom.
Not only stronger surface jets but also surface currents prevent the
bubbles to be transported to deeper regions. Turbulent suppression
also causes less turbulent diffusivity and in consequence less turbu-
lent dispersion in Eq. (13). Differences in the flow field and gas dis-
tribution due to the effect of the bubbles on the turbulence persist
until approximately 120 m.

The TDG concentration in the tailrace is shown in Fig. 17. The
TDG distribution is consistent with the flow structure and gas dis-
tribution. The inflow of water with low TDG from the powerhouse
causes dilution and promotes mixing and redistribution of TDG.
The training wall near spillway bay 1 (see spillway detail in
Fig. 2) avoids water attraction toward the jet region. As a conse-
quence, a vertical recirculation upstream of the end sill transport
some bubbles to depth in the stilling basin resulting in high TDG
concentrations.



Fig. 13. Velocity vectors at 1.5 m beneath the free surface for May 2, 2000. (a) No bubble turbulence suppression and production, and (b) bubble turbulence suppression and
production included.

Fig. 14. Isosurfaces of streamwise velocity colored by turbulent viscosity for May 2, 2000. (a) No bubble turbulence suppression and production and (b) bubble turbulence
suppression and production included. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this paper.)

Fig. 15. Velocity vectors and streamwise velocity contours at 40 m, 50 m and 60 m downstream of spillway face for May 2, 2000. (a–c) No bubble turbulence suppression and
production; and (d–f) bubble turbulence suppression and production included.
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5. Conclusions and future work

A two-phase flow model aimed at the prediction of TDG is pre-
sented. The model uses an anisotropic turbulence model that
accounts for bubble-induced turbulence production and suppres-
sion. To analyze dissolution and the consequent source of TDG, a
variable bubble size is used. The model properly predicts the ob-
served water entrainment from the powerhouse into the spillway,
which single-phase or standard two-phase flow models are unable
to predict. In addition, the predicted TDG distribution is in fairly
good agreement the experimental data. The model helps to under-
stand the different factors contributing to the production and
transport of TDG in a spillway tailrace.

The results presented in this paper demonstrate that suppres-
sion of turbulence by the bubbles play a fundamental role in the
prediction of the flow field and gas and TDG distribution. The inclu-
sion of the effect of the bubbles on the turbulence field is needed to
obtain the observed water entrainment caused by surface jets. It



Fig. 16. Gas volume fraction contours at 40 m, 50 m and 60 m downstream of spillway face for May 2, 2000. (a–c) No bubble turbulence suppression and production; and (d–
f) bubble turbulence suppression and production included.

Fig. 17. TDG concentration at 40 m, 50 m and 60 m downstream of spillway face for May 2, 2000. (a–c) No bubble turbulence suppression and production; and (d–f) bubble
turbulence suppression and production included.

M. Politano et al. / International Journal of Multiphase Flow 35 (2009) 1036–1050 1049
was found that experimental data could only be matched by using
a multiphase flow model with bubble turbulence suppression and
an anisotropic turbulence model, which caused a slower decay in
the jet strength.

The predictive capability of the presented approach is limited
by the modeling accuracy of the different terms in the turbulence,
bubble and TDG transport equations, the specification of the inlet
conditions, and the modeling simplifications; see a discussion in
the section on model limitations. The model, however, is a starting
point to study the complex multiphase flow downstream of spill-
ways and the production of TDG. A more comprehensive under-
standing of the range of applicability and accuracy of the models
to compute the mass and momentum exchange between the
phases and the effect of the bubbles in the turbulence field for
highly energetic surface jets is needed. The inlet gas volume frac-
tion and average bubble size, currently adjustable parameters to
match the data, should be imposed based on experimental obser-
vations, which would remove uncertainty and allow a better eval-
uation of the closure models used in the formulation.

Future work includes the evaluation of the model on other dams
and measurement with optical sapphire probes of bubble veloci-
ties, size distribution and gas volume fraction, tasks that will surely
bring about improvements in the model. After bubble size distribu-
tion measurements are available, a multigroup approach including
bubble breakup and coalescence will be implemented in the
model.
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Appendix A. Supplementary data

Supplementary data associated with this article can be found, in
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